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Abstract - Strong language is common to most cultures, but what makes the language blasphemous; vary from region to region of the 
world. In social media, people chat with each other without necessary face-to-face interaction, hence promoting a sense of being liberal 
without breaking the cultural norms, resulting in an increased in the use of profanity in cyber space. Although most social media platforms 
have developed profane filters to censor profanity but the cyber bullies have continuously improve on their profanity techniques to make the 
existing filters less and less effective. This has led to a major problem in social media resulting in potentially serious adverse effects on 
young users if undetected. It is against this background that the study was motivated to explore the literature survey of data-driven 
approach for selection of an ensemble model for profane words detection in social media, in order to improve the accuracy and reliability in 
detecting profane chats. In order to achieve this goal, the study explored books, scholarly articles and all other sources published and 
unpublished relevant to profane detection model in social media and their relevant technological theories. By so doing, it provided a body of 
knowledge, using a three phase approach of: summarizing, comparing & contrasting and criticizing & synthesizing of all sources in relation 
to the profanity problem being investigated. The outcome of the survey was two folds: the contribution of the body of knowledge to the 
development of the ensemble model and the designing of the data-driven methodology. 
 

Index Terms – Profane Words, Ensemble Detection Model, Data-driven Approach and Social Media  

——————————      —————————— 

1 INTRODUCTION 

1.1 Background Study 
Profane language is common to most cultures, but 

what makes the language blasphemous, vary from region 
to region. In the physical world is not uncommon to use 
profane words during conversations. While on social 
media, people chat with each other without necessary face-
to-face interaction. As a result of which, virtual world 
promotes a sense of being liberal without breaking the 
cultural norms, hence an increase of use of profane words. 
This view concurred with a comparison research work 
done by [41], where the statistics in the physical world 
revealed an approximation of between 0.5% and 0.7% of 
profane words spoken, against one in every 13 tweets 
containing profane words in social media.  

However, verbal profane words abuses in cyber 
space are now a serious problem. Where some online 
games and chat systems have profanity filters, but these 
filters require high degree of detection and suppression 
accuracy, so as to minimize false positive results [29]. 
Nevertheless, several attempts have been made to 
developed profane filters, profane blacklist or profane 
libraries such as GitHub collections, but the perpetrators 
continuously improve their profane tweeting and chatting 
techniques, rendering existing filters to become less and 
less effective. 

Therefore, it was against this background, the 
study was motivated to explore the literature survey of 
data-driven approach for selection of an ensemble model 
for profane words detection in social media, in order to 
improve the accuracy and reliability in detecting profane 
chats or tweets. However, according to [7], most research 
works have encountered several challenges in solving 
profanity problem in social media. The three main 
challenges affecting profanity detection are: category of 
language spoken from region to region, types of profanity 
filters, and techniques used for detecting profanity.  

 
1.2 Categories of Profanity Filters 

It was elaborated by [40], that categorization of   
commercialized profane filters are classified in to three 
categories: blacklist filtering (profane words), free form 
whitelist filtering (non-profane words), and restricted entry 
whitelist filtering (text prediction of non-profane words).  

According to  [28], blacklist filtering is a class of 
filers that allowed users to type any content but before the 
content is display to the public, is compared it with an 
existing blacklist library for any possible profane words. If 
profane phrases are found, then are remove or replace by 
symbols such as asterisk (*) or at symbol (@) to render them 
unreadable. This is evident in an online game animal jam 
where young teenagers are protected using this technique 
against profanity. 
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It was elaborated by [33], that free form whitelist is 
class of filters that uses similar procedures as blacklist 
filtering technique. But the only difference is that, it uses a 
whitelist (non-profane words) for comparison of user’s 
content. The filter will prevent any content which is not 
found in the whitelist. While an enhancement of it is called 
the restricted entry whitelist filter. Finally, restricted entry 
whitelist filter class has an option for users to predictive 
texts of whitelist words as are they type the content. The 
example of such filters is found in online gaming called 
bubble gums.  

Even though, all these filters deploy list-based 
techniques to prevent profane words, but current trends 
show that, the techniques are becoming more vulnerable to 
ever evolving profanity techniques. These challenges are 
also shared by [58], where they elaborated that, the list-
based system were ineffective in detecting profane words 
due to their failure to capture profane words disguised as 
symbols ( f$#%) or intentionally misspelled (shiiiiit) words. 

 
1.3 Profanity Detection Techniques 

According to [2], there are several techniques 
proposed for detection of profane words such as list-based 
detection, supervised, semi-supervised and unsupervised 
machine learning (ML) classification models, natural 
language processing (NLP) and in computational 
linguistics (CL). Nonetheless, the issue of single accurate 
technique or model to solve the detection of profane words 
problem remain unsolved. 

This was evident in the work done by [43], where 
they used linguistic features of part-of-speech - POS (verbs, 
nouns, adverbs etc.) to detect profanity. The tweet hash tags 
were used for classification of sentiments as positive, 
negative or neutral. The n-gram model (prediction of the 
next word) was used to predict the next evolved profane 
word using ML algorithms.  

Moreover, in a similar work done by [50], where a 
sentimental classification framework based on N-grams, 
bag-of-words – BoW (words presented as multiset 
neglecting morphology and syntax), and Skip-grams 
(generalization of N-gram but the prediction of the next 
word may be skipped by leaving a gap) for classification of 
sentiments in social media, is also evident. 

However, all these works are linguistic-based 
solutions using morphology and syntax, to develop known 
pattern for classification and prediction. These strategies 
are no match to ever evolving pattern employed by the 
perpetrators of profane words attack on young recipients in 
social media. 

2 METHODOLOGY OF THE STUDY 

2.1 Introduction 
The literature survey methodology objective was 

to explore books, scholarly articles, and any other sources 
relevant to profane detection model in social media’s 
strength and weakness and their relevant technological 

theories. By so doing, the study provided a descriptive 
summary, and critical evaluation of these works in relation 
to the profanity problem being investigated. The survey 
was designed to provide an overview of sources explored 
while researching profane models and demonstrated how 
the survey fits within a larger field of this domain.  

2.2 Approach 
The approach was based on searching the existing 

literature and making decisions about the suitability of 
materials to be considered in the review [15]. There exist 
three main coverage strategies. First, exhaustive coverage 
consisting of an effort to make comprehensive exploration 
of all material in order to ensure that all relevant studies, 
published and unpublished, are included in the review and, 
thus, conclusions are based on all-inclusive knowledge 
base.  

The second type of coverage consisted of 
presenting materials that are representative of most other 
works in profane detection model, by searching for relevant 
articles in a small number of top-tier journals in this 
domain [51].  

In the third strategy, was to concentrate on prior 
works that have been central or pivotal to this domain, 
which include empirical studies, conceptual papers, 
challenges, new methods and concepts used [15]. 

The final phase was to analyze and synthesize 
data. It consisted of summarizing, aggregating, organizing, 
and comparing the evidence extracted from the all the 
reviewed materials. The extracted data was presented in a 
meaningful manner suggesting a new contribution to the 
existing literature domain [34]. This was very important 
since [3] warned researchers that literature reviews should 
be much more than lists of papers and should provide a 
coherent lens to make sense of extant knowledge on a given 
topic.  

The survey employed several methods and 
techniques for synthesizing quantitative (e.g., frequency 
analysis, meta-analysis) and qualitative (e.g., grounded 
theory, narrative analysis, meta-ethnography) evidence 
[18]. In summary the literature survey methodology 
employed was a 3 – Phase approach of: 1st Summarize 2nd 
Compare & Contrast and 3rd Criticize and Synthesize 
Approach as shown in the Figure 1. 
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Figure 1: Summarize, Compare & Contrast and Criticize & 
Synthesize Approach 

3 LITERATURE ANALYSIS 

3.1 Introduction 
The main objective of the survey was to create a body 

of knowledge from successful and unsuccessful works done 
by other researcher’s experiments and theories with respect 
to data-driven approached for selection of an ensemble 
model for profane words detection in social media, in order 
to improve the accuracy and reliability in detecting profane 
chats or tweets. 

To achieve these goals, the study discussed the most 
current relationships and gaps of profane detection models 
by other researches which did work and didn’t work 
related to ten issues of profane word detection models of: 
one, Social Media Platforms; two, Algorithm Selection 
Approaches; three, Machine Learning Categories; four, 
Profane Detection Model Types; five, Social Media API 
Platforms; six, Data Preparation Techniques; seven, 
algorithm tuning; eight, training and test set; nine, 
Evaluation Model Metrics; and ten, Machine Learning 
Benchmarking Tools. Therefore, the literature survey was 
guided by following summary of the diagrammatic scheme 
of literature outline in Figure 2. 

 
Figure 2:  Survey Outline 

3.2 Social Media Platforms 
The main objective of this section was to review 

various social media platforms and select a suitable 
platform for proposed data-driven ensemble model 
development. In order to achieve this goal, the survey 
reviewed two popular social media platforms of: Facebook 
and Twitter 

3.2.1 Facebook 
According to [54], Facebook had an active monthly 

membership of 1.65 million users.  They published 
enormous amount of data in real time, making it the single 
largest online publisher of content and hence becoming a 
world wide web on its own capacity. Likewise, it is 

reported by [65], that Facebook membership model 
collected a lot of personal data about its users, which is 
used for targeted marketing as its revenue model. 
Currently, it has 3 million active advertisers in its platform. 
In return, the users benefit from its collection of free service 
including exchange of messages, digital images, audio, 
video and links. Additionally, users can create and manage 
common interest group for private communication. 

However, [3] reported that, most users of Facebook 
are concerned about bad sentiments including profane 
messages in chat rooms. Even though, according [16], that 
these concerns were addressed by Facebook by deploying 
profane filters but, these filters had failed to detect profane 
words disguised in form of symbols or intentionally 
misspelled. This was attributed by the profane model of 
blacklist, which was generated by the same users including 
the offenders. This created a need for development of 
alternative models to improve the accuracy and reliability 
of detecting profane message in Facebook. 

3.2.2 Tweeter 
According to [5], Tweeter was based on the 

concept of daylong brain storming session concept. The 
users discussed and contributed to a trending topic in brain 
storming session. The topics are classified by a phrase 
followed by hash sign called a hash-tag (#) for ease of 
following a trending topic and @ sign for identifying the 
creator of the message.  

Even more importantly, it was reported by [23] 
that, Twitter had enormous impact on education, where 
several research works had been done by [38], [37], and 
[21]. However, Tweeter had also influenced political stages, 
where it could cause civil disobedience such as the use by 
Somalia's al-Shabaab rebels, who had their accounts 
suspended after they used the site to claim responsibility 
for an attack on the Westgate Shopping Mall in Nairobi in 
September 2013. Twitter had also been used to organize 
protests, sometimes referred to as "Twitter Revolutions", 
which include the 2011 Egyptian revolution [39], 2010–2011 
Tunisian protests, 2009–2010 Iranian election protests, and 
2009 Moldova civil unrest [25]. 

3.3 Algorithm Selection Approaches  
The main objective of this section was to review 

various algorithm selection approaches and select a suitable 
approach for proposed data-driven ensemble model 
development. In order to achieve this goal, the survey 
reviewed two broad algorithm selection approaches of: 
Data-Driven Approach and Heuristic and Best Practices 
Approaches 

3.3.1 Data-driven Approaches 
It was asserted by [57], that data-driven 

approaches are based on the empirical analysis of data 
about a specific problem. In machine learning (ML), there 
are many algorithms in existence for solving various 
classification, detection or prediction problems. However, 
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the selection of an optimal algorithm to solve these 
particular problems remained a challenge.  

Therefore, an empirical model is necessary for 
algorithm diversity selection of categories including rule-
based algorithm, logistical regression, Bayesian, and k-
Nearest Neighbor to address this gap. Hence, a data-driven 
approach can be used to find relationship between input 
and output without the explicit knowledge of the physical 
behavior of the model [63].  

3.3.2 Heuristic & Best-practices Approaches 
It is reported by [58], [43] and [46] that, some of the 

heuristic and best practices approaches for mapping of 
algorithms to a given problem had been proposed by many 
research works to address various problems. The two main 
approaches used are; implementation of a general 
classification problem mapping of supervised, semi-
supervised and unsupervised algorithms, and a specific 
instance problem mapping of computer vision, natural-
learning processing and speech processing.  

However, according to [12], these techniques are 
limited in the transferability of the algorithm findings from 
one problem to another, due to classification problem 
categorization. Moreover, in any given problem, it is 
manifested by the dataset having different attributes 
including data types, number of instances or the number of 
attributes. This manifestation will adversely affect the 
performance of the same algorithm given another problem 
of the same classification. Hence the need for data-driven 
approach for algorithm selection for a given problem as 
opposed to heuristics and best practices approaches. 

3.4 Machine Learning Categories  
The main objective of this section was to review 

various categories of machine learning algorithms, and 
select a suitable category for proposed data-driven 
ensemble model development. In order to achieve this goal, 
the survey reviewed two broad grouping categories of: 
learning model algorithms and functional similarity. 

3.4.1 Learning Model Algorithms 
There are different ways an algorithm can model a 

problem depending on its interaction with the environment 
or the input dataset. In order to get the best results from an 
algorithm, its taxonomy is essential for definition of input 
dataset and model preparation process. Therefore, learning 
model algorithms are further classified into three categories 
of: Supervised Learning, Unsupervised Learning, and Semi-
Supervised Learning. 

Supervised Learning Algorithms: It was 
explained by [48], that supervised Learning is learning by 
example, where it involves the task of deducing a function 
from a labeled training dataset to make prediction. The 
training dataset consists of input data and corresponding 
response values. The supervised algorithm learns from 
training dataset by identifying patterns and builds a model 
to make prediction of the response values for a new dataset. 

The optimal goal will allow the algorithm to correctly 
identify the class label for unseen dataset.  

Unsupervised Learning Algorithms: It was 
asserted by [19], that unsupervised learning is classification 
of machine learning that deduces patterns from dataset 
consisting of input dataset without labeled response value.  
It explores given dataset by cluster analysis methodology to 
find hidden patterns. The methodology uses similarity 
measure metrics including Euclidean distance or 
probabilistic distances to deduce patterns.  

Semi-Supervised Learning Algorithms: It was 
elaborated by [24], that semi-supervised learning is a 
technique that takes advantage of both supervised learning 
and unsupervised learning by involving the function 
estimation on small amount of labeled dataset and large 
amount of unlabeled dataset for training. The technique is 
motivated by the fact that labeled dataset is more expensive 
to generate, as oppose to unlabeled dataset. 

3.4.2 Functional Similarity Algorithms 
It was explained by [13], that algorithms can be 

grouped according to their similarities of their functions. 
However, there are some algorithms which may be 
classified to fit into multiple categories, such as Learning 
Vector Quantization (LVQ); can be classified in both neural 
networks and instanced-based. In order to address this 
problem, the study preferred a strong bias toward 
algorithms used for classification and regression for 
supervised ML algorithm due to the study’s problem 
domain of profane and non-profane binary problem.  

As a result of this, the study discussed the following 
functional similarity algorithms: ruled-based algorithms, 
regression algorithms, Bayesian algorithms, and instanced-
based algorithms: 

Rule-based Algorithms: It was elaborated by [35], that 
rule-based algorithms classification technique uses an 
algorithm to produce rules from a given dataset. The 
generated rules are then applied to new unseen dataset for 
possible prediction. Rule-based algorithm provides 
mechanisms that generate rules by concentrating on a 
specific class at a time and maximizing the probability of 
the desired classification. The classification rules, r=<a, c>, 
consists of: a (antecedent/precondition): a series of tests 
that are evaluated as true or false; and c 
(consequent/conclusion): the class or classes that are 
applied to instances covered by rule r. 

Regression Algorithms: It was elaborated by [61], that 
regression is concerned with modeling the relationship 
between dependent (target) variables that is repeatedly 
refined using a measure of error in the predictions made by 
the model and independent variable(s) (predictor). In order 
to achieve its objective regression analyses data by fitting a 
curve/line to the data points, by minimizing the distance of 
data points from the curve/line. There are various types of 
regression techniques dependent on three metrics: number 
of independent variables, shape of regression line and type 
of dependent variable: such as linear regression; that has 
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continuous dependent variable, discrete /continuous 
independent variables(s) and shape of regression line is 
linear. 

Bayesian Algorithms: It was described by [49] the 
Bayes’ theorem can be used to calculate the probability of a 
hypothesis in a given prior knowledge. In a classification 
problem, hypothesis (h) may be the class to assign for a 
new data instance (d). Hence, the Bayes’ Theorem is stated 
as: P(h|d) = (P(d|h) * P(h)) / P(d): where P(h|d) is the 
probability of hypothesis h given the data d (posterior 
probability); P(d|h) is the probability of data d given that 
the hypothesis h was true; P(h) is the probability of 
hypothesis h being true regardless of the data ( prior 
probability of h); and P(d) is the probability of the data 
(regardless of the hypothesis). After calculating the 
posterior probability for a number of different hypotheses, 
one can select the hypothesis with the highest probability. 
The maximum probable hypothesis known as maximum a 
posteriori (MAP) hypothesis and calculated as: MAP(h) = 
max(P(h|d)). 

Instance-based Algorithms: It was elaborated by [55], 
that instance-based learning also known as lazy learners is 
a family of learning algorithms that, compares new 
problem instances with instances seen in training, which 
have been stored in memory as oppose of performing 
generalization. It is known as instance-based because it 
constructs hypotheses directly from the training instances 
themselves. This means that the hypothesis complexity can 
increase with the data in the worst case. 

 
3.5 Profane Detection Model Types 

The main objective of this section was to investigate 
various types of profane detection models suitable for 
reliable model development. In order to qualify and 
quantify the model selection, the survey reviewed two 
categorizes of profane detection models of: single-classifier 
models and ensemble models in machine learning 
algorithms. 

3.5.1 Single-Classifier Algorithm Models 
It was asserted by [64], that single-classifier algorithms 

had been used extensively for profane word detection is 
social media. However, they could create an imbalance 
learning problem of minority classes and majority classes 
leading to misleading results. This was evident especially in 
fraud detection and medical diagnosis problems, where 
minority classes are more important than majority classes. 
As a result of this, the survey study proposed ensemble 
detection model for profane words detection in social 
media.  

3.5.2 Ensemble Algorithm Models 
The sub-objective of this section was to explore the 

optimal selection of ensemble model types. The outcome of 
this discussion was to inform the data-driven ensemble 
model development. In order to achieve this sub-goal, the 

survey study discussed the three most popular ensemble 
model types of: Bagging, boosting and stacking 

Bagging Ensemble Model: The bagging ensemble 
model was first proposed by [10], where its main objective 
was to create multiple models then combined them  in to a 
single improved model using statistical methods. Bagging 
is an acronym, which stands for Bootstrap Aggregation 
method. Where, bootstrap is a method of reducing variance 
and retaining bias by dividing the dataset in to multiple 
copies of training set using random sampling with 
replacement and thereafter, each of these copies are used 
for training different model. On the other hand, 
aggregation is a method that uses test dataset by combing 
the outputs of the different models, either by averaging (in 
case of regression) or by voting (in case of classification), to 
create a single improved model.  

Boosting Ensemble Model: The boosting ensemble 
model was proposed by [56], where its main objective was 
to convert weaker models into stronger models in order to 
increase the predictive accuracy. To achieve this goal, it was 
asserted by [62], the boosting method involves developing 
a model from training dataset, then create a second model 
that will attempt to correct any errors from the first model. 
Thereafter, more models are added and error corrections of 
preceding models are calculated by the current model. 
Finally, whole procedure is repeated until either, a perfect 
model is developed, or the maximum number of the added 
models is reached. 

Stacking Ensemble Model: The stacking (blending) 
ensemble model was proposed by [67], the main objective 
of the model was to combine several models together to 
compensate their weakness and take advantage of their 
strength with the goal of reducing the generation error, 
hence also known as stacked generation. Stacked 
generalization is an approach of minimizing generalization 
error rate of one or more generalizers by deducing the 
biases of generalizers with respect to learning dataset. It 
was elaborated by [36], stacking combining mechanism is 
that, the output of the classifiers (Level 0 classifiers) are 
used as training dataset for another classifier (level 1 
classifier) to estimate the same target function. This means 
the Level 1 classifier will try to deduce the combining 
mechanism. The table 1 summarizes the comparison of the 
three ensemble model. 

 
Table 1: Comparison of Ensemble Model 

 
 
3.6 Social Media API Platforms 

The main objective of this sub-section was to 
analyze various social media API platforms to be used as a 
data collection instrument for model development. In order 
to achieve the sub-goal, the study purposively discussed 
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the two most popular social media platforms of Twitter API 
platform and Facebook API platform. 

 
3.6.1 Tweet Archivist APA 

It was asserted by [20], that Tweet Archivist is a 
proprietary, hypermedia, and device independent API. It is 
built on REST architectural and supports request formats 
such as URI Query String/CRUD and JSON. It allows users 
to search Twitter for tweets by sender, recipient, object of 
reference, or contents. Users may then create an archive 
based on that search which they can analyze, export, and 
share tweets. The Tweet Archivist API extracts various 
tweets’ attributes from Tweeter including hash-tags, 
volume over time, top users, Tweet vs. Re-tweet, top 
words, top URLs, and the source of Tweets.  

The tweets can then be downloaded into Excel or 
PDF formats for further interpretation and analysis. 
Nonetheless, Tweet Archivist is not an open source 
software and hence, for research purpose where funding is 
limited; the study has to bear some cost. However, the non-
premier service of Tweet Archivist can be access for free in 
a one month trial evaluation, which is sufficient time to 
collect the study’s dataset. 
 
3.6.2 Facebook API 

It was elaborated by [11], that Facebook is a 
proprietary, hypermedia, and device independent API. It is 
built on REST architectural, RESTful protocol and responds 
to request formats such as URI Query String/CRUD and 
JSON. It is a platform for building applications that are 
available to the members of the social network of Facebook.  

The API enable other applications to use the social 
connections and profile information to make applications 
more involving, and to broadcast events to the news feed 
and profile pages of Facebook, subject to specific users 
privacy settings. Moreover, users can add social context to 
their applications by exploiting profile, friend, page, group, 
photo, and event data.  
 
3.7 Data Preparation Techniques 

The main objective of this sub-section was to 
determine various data preparation techniques as a 
prerequisite for machine learning algorithms 
implementation. To achieve this goal, the survey study 
discussed two data preparation techniques: crowd-sourced 
Analytics and data preprocessing techniques. 
 
3.7.1 Crowd-sourcing Analytics 

According to [45], crowd-sourcing analytics can be 
defined as a platform that combines human expertise with 
machine learning techniques to unveil and support broader 
analytics use of unstructured data. The main objective of 
crowd-sourced analytics is to combine human knowledge 
and expertise with computing power to help solve 
problems and scientific challenges that neither machines 
nor humans can solve alone. According to  [53] crowd-

sourced analytics have been successfully applied in 
scientific works such as crowd tracking of hummingbirds, 
identification of cancer cells, classification of planet features 
in Mars, and more recently, classification in machine 
learning algorithm.  

This report concurred with the views of [17], that 
current research in crowd-sourcing focuses on micro-
tasking such as labeling dataset of images or text  and 
designing algorithms by considering simplistic models of 
workers' behavior. It was elaborated by [47], that recently, 
there has been an increase of crowd-sourced analytics 
platforms including Kaggle, Amazon, CrowdAnalytix and 
TunedIT providing successful solution to business 
problems.  This was evident as reviewed by [14] that 
successful competitions such as Kaggle’s Heritage Health 
Prize; which generated an algorithm that could accurately 
predicted patients to be admitted in the hospital for 
proactive preventive measures 

However, the selection of the crowd-sourced 
analytics platform will depend on various metrics such as 
crowd size, age, gender, nationality, and skill-knowledge-
expertise. Though, the most important metrics are the 
crowd size and skill-knowledge-expertise. The crowd size 
is a measurement of the number of data scientists in a 
platform with respect to the extent of expertise to solve a 
crowd-sourced problem [9]. While skill-knowledge-
expertise, is a measure of an individual skill-set or 
knowledge within the crowd to solve a crowd-sourced 
problem [47]. This measure is derived from computing the 
platform’s ranking with respect to metrics such as 
postgraduate education, experience, and number of 
competition won by individual data scientists.  
 
3.7.2 Data Preprocessing Techniques 

It was reported by [26], that data preprocessing is a 
major and essential stage whose main goal is to obtain final 
data sets that can be considered correct and useful for 
further data mining algorithms. Therefore, the sub-
objective of this section was to explore the machine learning 
data preprocessing techniques for a possible high quality 
dataset.  

In order to achieve this sub-goal, the study discussed 
three data preprocessing techniques: Imperfect Data, 
Dimensionality Reduction and Instance Reduction. 

Imperfect Data: It was elaborated by [27], the objective 
of imperfect data algorithms is removing the noisy data and 
impute the missing one. The missing values can be describe 
as raw data that have not been stored or gathered due to a 
faulty sampling process, cost restrictions or limitations in 
the acquisition process of data mining. While in noise 
treatment, data mining algorithms preferred the dataset to 
have a normal distribution curve. In supervised learning 
noise can affect the input features hence affecting the 
output results, leading to high biasness. Hence, noise filters 
are used to remove noisy instances in training sets. 

Dimensionality Reduction: The objective of 
dimensionality reduction is to identify and remove any 
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irreverent and redundant information from dataset and 
also to reduce the number of dimensions. This is achieved 
by space transformation: technique that generates a set of 
new features by combing the original features using linear 
methods such as factor analysis and principle component 
analysis (PCA), and feature selection: a process of 
identifying and removing irrelevant and redundant 
information as much as possible by acquiring a subset of 
features from original data set, which is used to train the 
learner and reduced over-fitting. 

Instance Reduction: The objective is involving a series 
of techniques that must be able to choose a subset of data 
that can replace the original data set and also being able to 
fulfill the goal of a data mining application. This is achieved 
by either instance generation: is a randomized approach 
that applies instance categorization to data sampling, by 
generating minimum data subset used without reducing 
the performance [27] or instance selection: an identification 
approach of optimal objects subset of original training data 
by discarding noisy and redundant samples. They use 
prototype generation methods which create a 
representation or subset of original instances [8]. 
 
3.8 Algorithm Tuning 

The objective of this sub-section was to enquire the 
best machine leaning benchmarking platform to implement 
algorithm tuning with respect to hyper-parameterization. 
Algorithm tuning is a process of setting different values for 
different models training and selecting the best values that 
yield the best performance. It is achieved by hyper-
parameterization, defined as higher level concepts about a 
model including complexity or capacity to learn [4].  

To achieve this objective the study discussed two 
machine learning benching platforms of: Python platform 
and WEKA benchmarking platform with respect to 
algorithm hyper-parameterization (tuning). 
 
3.8.1 Algorithm Tuning in Python 

It was demonstrated by [63] that Python has three 
basic features which can be tuned to improve the predictive 
power of the model: one max_features: these are the 
maximum number of features Random Forest is 
permissible to explore per tree, with three options: one, 
auto/none (apply to all the features in every tree or no 
restrictions); two, sqrt (apply square root to total number 
features per run); and three; 0.2 (apply 20% of variables per 
run or apply 0.x); two n_estimators: these are the number of 
trees to be developed before applying the maximum voting 
or averages of predictions. Higher number of trees results 
in performance slower code.  

The choice of high value is processor dependent to 
make predictions more stable and reliable, and three; 
min_sample_leaf: smaller leaf generates models which are 
more likely to capture noise in the training data. However, 
one should explore multiple leaf sizes to realize the most 
optimum results for a specific domain. 
 

3.8.2 Algorithm Tuning in WEKA 
Waikato Environment for Knowledge Analysis 

(WEKA) machine learning tool provides a graphical user 
interface for exploring and experimenting with machine 
learning algorithms on datasets using Java, unlike Python 
platform; where the researcher is forced to write code. 
Therefore, WEKA can be used by researchers to implement 
machine learning algorithm with no prior knowledge of 
any programming language. Furthermore, WEKA can be 
used as an experimental tool to tune algorithms such as 
random forest or k-nearest neighbor also known as IBk to 
increase predicting power of the model.   

The WEKA GUI is user friendly where to run the 
experiment, simply click run in WEKA environment to 
configure the experiment and start to begin the experiment. 
To review the results, simply click analyze to open 
experimental results panel. To rank the tuning, choose 
ranking on the test base then apply perform test. To check 
performance, in the test base choose IBk algorithm with 
Manhanttan Distance then apply perform test, similarly 
repeat the process with Euclidean distance and Chebyshev 
distance to compare the performance. 

 
3.9 Training & Test Sets 

The objective of this sub-section was to query the 
best machine leaning strategy of training and test sets for 
running experiments for model building.  

To achieve this objective the survey study 
reviewed two machine learning strategies of training and 
test sets: cross validation and percentage split  
 
3.9.1 Cross Validation 

According to [30], cross-validation is a model 
validation technique for evaluating how the outcomes of a 
statistical analysis can be generalized into an independent 
data set. It is basically applied in settings where the 
objective is prediction, and one needs to approximate how 
accurately a predictive model will perform. In prediction 
problem, a model is given a dataset of known data on 
which training is run (training dataset), and a dataset of 
unknown data (or first seen data) against which the model 
is tested (testing dataset).  

The objective of cross validation is to define a 
dataset to "test" the model in the training stage (i.e., the 
validation dataset), in order to reduce problems like over-
fitting, give an insight on how the model will generalize to 
an independent dataset (unseen dataset). 
 
3.9.2 Percentage Split - Partition 

It was asserted by [60], the percentage split or 
partition is used for model evaluation and for model 
selection but the role of the test data is at best indirect. The 
simplest partition possible for cross-sectional data is a two-
way random partition to generate a learning (or training) 
set and a test set (or validation set). The division of the data 
into learning dataset and testing dataset must be created 
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carefully to avoid introducing any systematic differences 
between learning and testing. In order to avoid systematic 
difference between the partitions the use of random 
assignment is recommended.  
 
3.10 Model Evaluation Metrics 

The objective of this sub-section was to review the 
measure of quality for evaluating the performance of 
machine learning and classier algorithms. To achieve this 
objective the survey study reviewed Confusion Matrix and 
three performance metrics of: accuracy, ROC area and F-
Measure. 
 
3.10.1 Confusion Matrix 

It was elaborated by [52], that machine learning 
have several measures of evaluating the performance of 
learning algorithms and the classifiers generated. The 
measures of the quality of classification are built from a 
confusion matrix which records correctly and incorrectly 
recognized examples for each class. The Table 2 below 
presents a confusion matrix for binary classification, where 
tp are true positive, fp – false positive, fn – false negative, 
and tn – true negative counts. 
 
Table 2: Confusion matrix for binary classification [42] 

 
 
The following are some of the equations for calculating 
various evaluation measures: 
1. Accuracy = {tp+tn}/{tp+fp+fn+tn} Equation 1 
2. Sensitivity = {tp}/{tp+fn}  Equation 2 
3. Specificity = {tn}/{fp+tn}  Equation 3 
4. Precision (P) = {tp}/{tp+fp}  Equation 4 
5. Recall (r) = {tp}/{tp +fn}- Sensitivity Equation 5 
6. F-Measure = 2[{P*r}/{P+r}]  Equation 6 

 
Therefore, in summary, confusion matrix contains 

information about actual and predicted classifications done 
by a classification system. Performance of such systems is 
commonly evaluated using the data in the matrix [42]. 
 
3.10.2 Performance Matrix 

The most commonly used performance matrix in 
machine learning algorithms based on confusion matrix 
are: Accuracy, ROC and F-Measure: 

Accuracy: It can be defined as the ratio of total of true 
positive and true negative to a total of all prediction. 
Accuracy = (1 – error rate) is a standard method used to 
evaluate learning algorithms. It is a single-number 
summary of performance [6]. It can also be defined as 
degree of closeness of measurement of a quantity to that 
quantity's true value [31]. 

ROC: Receiver Operating Characteristic can be defined 
as the graphical plot that illustrates the performance of a 
binary classifier system as its discrimination threshold is 
varied. The curve is created by plotting the true positive 
rate (TPR) against the false positive rate (FPR) at various 
threshold settings. 

F-Measure: F-Measure, or F1 score, or F-Score, can be 
defined as the measures of accuracy using precision p and 
recall r. While, Precision is the ratio of true positives (tp) to 
all predicted positives (tp + fp), and Recall is the ratio of 
true positives to all actual positives (tp + fn). The F1 metric 
weights recall and precision equally, and a good retrieval 
algorithm will maximize both precision and recall 
simultaneously.  
 
3.11 Machine Learning Benchmarking Tools 

The objective of this sub-section was to realize the best 
machine leaning benchmarking platform to conduct 
domain’s experiments.  

To achieve this objective the study survey reviewed 
two machine learning benching platforms of: WEKA 
(Waikato Environment for Knowledge Analysis) 
benchmarking platform Rapid-Miner 
 
3.11.1 Rapid-Miner Environment 

Rapid-Miner provides a graphical user interface (GUI) 
and a Java API for developing customized applications. It 
provides data treatment, visualization and modeling with a 
suite of machine learning algorithms. Moreover, according 
to [66], Rapid-Miner is being used in various industries 
including automotive, banking, insurance, life Sciences, 
manufacturing, oil and gas, retail, telecommunication, and 
utilities.  

Furthermore, the tool have predefined blocks which act 
as plug and play devices, and more importantly, they allow 
custom R and Python scripts to be integrated into the 
system. The GUI is based on a block-diagram approach, 
similar to WEKA which is fully open source. However, the 
Rapid-Miner is open-source for only the old version (below 
v6) but the latest versions come in a 14-day trial period.  

Even more importantly, it was reported by [1], that 
Rapid-Miner was originally started in 2006 as an open-
source stand-alone software named Rapid-I. The current 
products of Rapid-miner have premier services including: 
Rapid-Miner Studio: stand-alone software which can be 
used for data preparation, visualization and statistical 
modeling; Rapid-Miner Server: an enterprise-grade 
environment with central repositories which allow easy 
team work, project management and model deployment; 
Rapid-Miner Radoop: implements big-data analytics 
capabilities centered around Hadoop; and Rapid-Miner 
Cloud: cloud-based repository which allows easy sharing of 
information among various devices 
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3.11.2 WEKA Environment 
It was elaborated by [32], that WEKA (Waikato 

Environment for Knowledge Analysis) is a machine 
learning platform developed by the University of Waikato, 
New Zealand. It is programmed in Java and provides three 
interfaces: a graphical user interface (GUI), command line 
interface and Java API. It is perhaps the most popular Java 
machine learning library and is recommended for both 
leaners and experts for practicing and experimenting 
research works in machine learning. This popularity is 
attributed due to its support by machine learning 
community for help and its full availability as open source 
software unlike Rapid-Miner.  

Moreover, it was reported by [44], that WEKA is a 
collection of machine learning algorithms for data mining 
tasks. The algorithms can either be applied directly to a 
dataset or called from Java code through an API. More 
importantly, WEKA contains tools for data pre-processing, 
classification, regression, clustering, association rules, 
visualization, and integrates R and Python.  

Even more importantly, according to [22], that WEKA 
could be used by beginners in data science and the best part 
is that it is open-source. One can learn about it using the 
Massive Open Online Course (MOOC) offered by 
University of Waikato. This makes WEKA to be the 
preferred choice in the academic community and even in 
some industries. 
 

4 FINDINGS OF THE STUDY 

4.1 Introduction 
The objective of this section was to explore body of 

knowledge contribution from the literature survey study. In 
order to achieve this goal the survey evaluated the 
literature survey evaluation and findings 

4.2 Survey Evaluation 
The critical evaluation consisted of synthesizing 

relationships and gaps of related works in Social Media 
Platforms, Algorithm Selection Approaches, Machine 
Learning Categories, Profane Detection Model Types, Social 
Media API Platforms, Data Preparation Techniques, 
algorithm tuning, training & test set, Evaluation Model 
Metrics and Machine Learning Benchmarking Tools as 
given below: 

Social Media Platforms: The survey preferred 
Twitter over Facebook due to one, the preprocessing of data 
to remove noise is more effective with structured sentences 
than larger unstructured messages; two, Twitter provides 
an open source API for ease of data mining, as oppose to 
Facebook; three, there is a higher probability of detecting 
profane words is topic dependent, where the hash-tags of 
trending topics in Twitter are more structured than the 
groups of common interest in Facebook; and finally four, 
the daylong brain storming session concept of Twitter, 

make it more suitable for research works than friends 
networking concept of Facebook 

Algorithm Selection Approaches: The survey 
preferred a data-driven approach over heuristic and best-
practice approach for algorithm selection since it leads to 
limitation of transferability of the algorithm findings from 
one problem to another, given the same algorithm. While 
data-driven approach implements an empirical evaluation 
of a diversity of algorithms on profane dataset. 

Machine Learning Categories: The results of the 
review preferred an empirical selection of a suite of 
supervised algorithm from rule-based algorithms (ZeroR as 
baseline Performance), Regression algorithm (Logistic 
Regression algorithm), Bayesian (Naïve Bayes algorithm), 
and Instanced-based algorithms (k-Nearest Neighbor 
algorithm) for data-driven ensemble model development 
over functional similarly algorithms since they introduce 
over fitting of the dataset 

Profane Detection Model Types: The survey 
preferred ensemble model over single-classifier model, 
since model choice will depend on the domain’s yielded 
results and prior selection of the best would difficult to 
apply in practice and hence preferred an empirical selection 
of ensemble model type of bagging, boosting and stacking. 

Social Media API Platforms: The survey preferred 
Tweet Archivist API platform over Facebook API, although 
both APIs shared similar technologies in design and 
architecture model, but the choice of the API platform will 
depend on the domain specific to yield the desired results 

Data Preparation Techniques: The survey preferred 
both techniques of crowd-sourcing analytics and data 
preprocessing as to argument each other, since each 
technique had uniquely addresses a specific problem, 
although they share similar goals.  However, there is no 
single technique superior to another technique, since the 
choice of a particular technique will depend on specific 
algorithm area of application. 

Algorithm tuning: The survey preferred WEKA 
platform over Python platform, where each technique had 
biasness towards certain parameter, although they share 
similar goals. However, WEKA was friendlier and did not 
need any prior knowledge of programming to be used, 
unlike Python where the researcher needed to learn the 
language before using the tool. 

Training & Test Set: The survey preferred cross-
validation test over percentage split test since each 
implemented different strategy to achieve similar goal. 
However, cross validation employed a more structure 
process of sampling as oppose to percent split which uses 
some randomness to achieve similar goal.  

Evaluation Model Metrics: The survey preferred 
evaluation metrics of accuracy, ROC and F-Measures with 
respect to confusion matrix, since there is no single metric 
superior to another metric 

Machine Learning Benchmarking Tools: The 
survey preferred WEKA benchmarking tool over Rapid-
Miner, since WEKA was more favorable due to its 
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popularity among research community, ease of learn-ability 
and resource support, and more importantly, free 
download, as open source software. 

4.3 Literature Survey Findings 
The objective of this sub-section was to explore the 

results of the literature survey. In order to achieve this sub-
goal the survey reviewed ten outcomes contributing 
knowledge to ensemble model development and data-
driven methodology.  

4.3.1 Contribution to Ensemble Model Development 
It was evident from the discussion of the literature 

survey that the outcome contributions to the facilitation of 
an ensemble model development were achieved through 
the following five knowledge deliverables:  

 
1. Tweets from Tweeter platform as suitable dataset 
2. WEKA benchmarking platform to implement 

algorithm tuning. 
3. Tweet Archivist API platform as a suitable data 

collection instrument 

4. Cross validation technique for training and test dataset 
to run experiments 

5. Evaluation metrics of accuracy, ROC and F-Measure 
for model evaluation 

 
4.3.2 Contribution to Data-driven Methodology 

It could be deducted from the literature survey that the 
outcome contributions to the facilitation of data-driven 
methodology were achieved through the following five 
knowledge deliverables:  

 
1. Empirical test harness process for proposed data-

driven methodology 
2. Empirical selection of a suite of supervised algorithm 

from four categories 
3. Empirical ensemble model type selection from 

ensemble models 
4. Empirical data preparation of crowd-sourcing and ML 

preprocessing filters 
5. WEKA platform to conduct experiments 
 

 

                                         
 

5 SUMMARY & CONCLUSION 
The main objective of the literature survey study was to 

review all materials of profane detection models to inform 
data-driven methodology and ensemble model 
development.  

The results of the study were realized in two folds: 
facilitation of an ensemble model development and 
facilitation of data-driven methodology. The result of the 
survey study had five constructs contributing to ensemble 
model development and another five constructs to data-
driven methodology. The Table 3 below summarizes the 
ten techniques, objectives, and the results of the study’s 
literature survey. 

 
Table 3: Summary of Literature Survey 
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